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Abstract. We describe a new approach to derive numerical approximations of boundary con-6
ditions for high-order accurate finite-difference approximations. The approach, called the Local7
Compatibility Boundary Condition (LCBC) method, uses boundary conditions and compatibility8
boundary conditions derived from the governing equations, as well as interior and boundary grid9
values, to construct a local polynomial, whose degree matches the order of accuracy of the interior10
scheme, centered at each boundary point. The local polynomial is then used to derive a discrete11
formula for each ghost point in terms of the data. This approach leads to centered approximations12
that are generally more accurate and stable than one-sided approximations. Moreover, the stencil13
approximations are local since they do not couple to neighboring ghost-point values which can occur14
with traditional compatibility conditions. The local polynomial is derived using continuous opera-15
tors and derivatives which enables the automatic construction of stencil approximations at different16
orders of accuracy. The LCBC method is developed here for problems governed by second-order17
partial differential equations, and it is verified in two space dimensions for schemes up to sixth-order18
accuracy.19
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1. Introduction. We describe a new approach for constructing discrete bound-22

ary conditions for high-order accurate numerical approximations to partial differential23

equations (PDEs). The approach, called the Local Compatibility Boundary Condi-24

tion (LCBC) method, combines the given physical boundary conditions (BCs) with25

additional compatibility boundary conditions (CBCs) formed from the PDE and its26

derivatives. Our focus here is on finite-difference (and finite-volume) methods for both27

time-dependent and steady PDEs in second-order form with physical BCs of Dirichlet28

or Neumann type. A high-order accurate centered finite-difference approximation of29

the spatial operator of the PDE involves a wide stencil which then requires some spe-30

cial treatment to handle the approximation at grid points near the boundary. Unlike31

a typical approach involving one-sided approximations of the PDE near the bound-32

ary and one-sided approximations of Neumann-type BCs, the LCBC approach results33

in fully centered approximations. These centered approximations are generally more34

accurate than one-sided approximations, and for the case of time-dependent PDEs35

they are more stable and less stiff (i.e. do not decrease the stable explicit time-step).36

Furthermore, the new LCBC approach improves upon a more traditional derivation37

of discrete CBCs by defining local conditions that are not coupled to neighboring grid38

points along the boundary in tangential directions. As a result, there is no need to39

solve a system of equations along the boundary which is a significant advantage for40

explicit time-stepping schemes. In the case of implicit time-stepping methods, and for41

approximations of steady (elliptic) PDEs, where the solution of large linear systems42

is required, this tangential decoupling can also be useful for iterative schemes, such43

as multigrid and Krylov methods.44
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2 LOCAL COMPATIBILITY BOUNDARY CONDITIONS

The development of LCBCs is motivated by our interest in high-order accurate45

approximations of PDEs in complex domains using overset grids, although the ap-46

plicability of LCBCs is broader. As shown in Figure 1.1, an overset grid consists of47

multiple overlapping structured component grids used to cover a complex, and perhaps48

moving, problem domain. A mapping is defined for each component grid from physi-49

cal space to a unit square (or cube) in a computational (index) space, and the mapped50

PDE is discretized in the computational space. We have developed second-order ac-51

curate schemes for the equations of linear and nonlinear elasticity [4, 9], and up to52

fourth-order accurate schemes for the incompressible Navier-Stokes equations [17, 35]53

and Maxwell’s equations [18, 2, 6] using overset grids, among other applications. We54

generally use the physical BCs, along with CBCs, to define discrete centered boundary55

conditions at external boundaries (with the aid of ghost points), but this approach56

becomes increasingly difficult as the order of the approximation increases. The diffi-57

culty stems from the algebraic complexity associated with taking higher and higher58

derivatives of the spatial operator of the mapped PDE and working out its attendant59

discrete approximations (with tangential couplings). An associated difficulty involves60

the special treatments required at corners of the problem domain where separate BCs61

along sides meet. The LCBC approach overcomes these difficulties by introducing a62

polynomial interpolant of the solution about each point on the boundary. The poly-63

nomial degree is determined by the desired order of accuracy of the approximation,64

and the coefficients of the polynomial are specified by imposing constraints involving65

known solution values at grid points interior to the boundary, the physical BCs and66

CBCs. This approach only requires CBCs defined at a continuous level, and these67

conditions can be applied to the polynomial interpolant recursively thus easing the68

aforementioned algebraic complexity. Once defined, the polynomial interpolant can69

be used to specify solution values at ghost points normal to the boundary (or in corner70

ghost points for the case of a domain corner) without tangential couplings.71

Figure 1.1. Some target applications for the new LCBC approach. Left: overset grid for two
spherical bodies and computed incompressible flow (vorticity). Right: overset grid for a spiral wire
and computed electromagnetic scattering.

The aim of the present paper is to describe the LCBC approach in detail for a72

general class of PDEs in second-order form and to investigate the properties of the73

resulting discretizations. For example, in the case of a straight boundary and where74

the spatial operator is the Laplacian, it is well known that for Dirichlet (Neumann)75

boundary conditions the solution has odd (even) symmetry at the boundary. This76

leads to simple numerical reflection conditions, and we show that the LCBC approach77

naturally results in these same reflection conditions (while one-sided approximations78

would not in general). Beyond this special case, we show that the LCBC approach79

leads to accurate discretizations of the PDEs, and their BCs, for all orders of accuracy80

tested (up to sixth order). Further, we show that there is no additional time-step81

restriction for stability for the case of explicit time-stepping schemes. We focus here82
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LOCAL COMPATIBILITY BOUNDARY CONDITIONS 3

on linear PDEs, but the approach should be extendible to nonlinear problems as83

well. In this article we focus on scalar PDEs, but the approach is also applicable84

to problems with vector PDEs (e.g. the equations of linear elasticity and Maxwell’s85

equations) and to problems with material interfaces. Our ultimate goal is to automate86

the construction of CBC conditions for any order of accuracy and for a wide range87

of PDEs. We believe that by using the LCBC approach that this goal is achievable.88

This construction includes the development of LCBC conditions at grid faces as well89

as at grid corners for two-dimensional domains and at grid edges and vertices for90

three-dimensional domains.91

Compatibility boundary conditions have been used with finite-difference methods92

for many years1, although it appears that the approach is not widely known. In our93

work, we have used CBCs for second-order and fourth-order accurate approximations94

of the heat equation [20] and the incompressible Navier-Stokes equations [17, 35].95

For wave equations, we have described the use of CBCs for the compressible Euler96

equations [21] and linear elasticity [4], and for high-order accurate approximations97

to Maxwell’s equations [18, 2]. CBCs are also useful for problems involving material98

interfaces, such as conjugate heat transfer [19] and electromagnetics [18, 6]. In recent99

work, we have developed Added-Mass Partitioned (AMP) schemes for a wide range100

of fluid-structure interaction (FSI) problems, including schemes for incompressible101

flows coupled to rigid bodies [13, 12, 14] and elastic solids [37, 38]. These strongly-102

partitioned schemes incorporate AMP interface conditions derived using CBCs and103

the physical matching conditions at fluid-solid interfaces in order to overcome added-104

mass instabilities that can occur for the case of light bodies [10, 11]. In related work,105

we have also used CBCs in the CHAMP scheme [34] to form discrete interface condi-106

tions for a partitioned approach to the solution of conjugate heat transfer problems.107

In other work, CBCs are used in the book by Gustafsson on high-order difference108

methods [16]. CBCs have also been used to derive stable and accurate embedded109

boundary2 approximations [26, 36, 5]. CBCs have been incorporated into summation-110

by-parts schemes by Sjögreen and Petersson for the equations of elasticity [40]. CBCs111

have been used by LeVeque and Li with their immersed interface method to develop112

accurate approximations at embedded interfaces [28, 29, 27]. Shu and collaborators113

have used CBCs in their inverse-Lax-Wendroff approach for hyperbolic equations and114

conservation laws [42, 15, 33, 39] as well as for parabolic and advection-diffusion115

equations [30, 31, 32].116

In this article we focus on high-order accurate finite-difference schemes. We note,117

however, that CBCs could also be useful for Galerkin schemes. Typical high-order118

accurate FEM or DG schemes that use polynomial approximations over an element119

effectively use one-sided approximations near boundaries. This can result in time-120

step restrictions that force the time-step to decrease rather significantly as the order121

of accuracy increases [24, 41, 22]. Similarly for B-Spline FEM, as commonly used in122

isogeometric analysis, one-sided operators occurring near boundaries result in spurious123

large eigenvalues, so-called outlier eigenvalues [23]. Banks et al. [7, 8, 25], however,124

have shown that when CBCs are used with their Galerkin-Difference method, a class125

of FEM schemes, the spectrum of the operator is near-optimal, and the time-step126

restriction for explicit integration gives approximately the maximal CFL-one stability.127

1For example, CBCs were known to Professor H.-O. Kreiss and his students at least since the
1980’s.

2By embedded boundary we mean a boundary curve (or boundary surface in three dimensions)
that passes through a grid in an irregular fashion (as opposed to a boundary-conforming grid).
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4 LOCAL COMPATIBILITY BOUNDARY CONDITIONS

2. Second-order PDE initial-boundary-value problems and discretiza-128

tions. In this section, we consider initial-boundary-value problems for a general scalar129

second-order PDE and corresponding high-order accurate finite-difference approxima-130

tions as a basis for a full description of the LCBC approach which follows in the next131

section. Consider the initial-boundary-value problem3 on r0, T s ˆΩ, T ą 0, given by132

(2.1)

$

’

&

’

%

B
q
t u “ Qu` fpx, tq, x P Ω, t P p0, T s, q “ 1, 2,

Bupx, tq “ gpx, tq, x P BΩ, t P r0, T s,

B
α´1
t upx, 0q “ uα´1pxq, x P Ω, α “ 1, . . . , q, q “ 1, 2.

133

Here, Ω Ă R2 is a general domain, BΩ denotes the boundary of Ω, and Ω “ ΩY BΩ.134

We define the variable coefficient elliptic operator Q as135

(2.2) Qu
def
“ c11pxqB

2
xu` 2c12pxqBxByu` c22pxqB

2
yu` c1pxqBxu` c2pxqByu` c0pxqu.136

We assume that the coefficient functions c11pxq, c12pxq, etc., are smooth, and they137

are chosen, together with the boundary and initial conditions, so that the problem138

is well posed. For example, necessary conditions are that c11pxq ą 0, c22pxq ą 0139

and c11pxqc22pxq ´ c212pxq ě δ ą 0, for all x P Ω. We note that (2.2) is taken in140

non-conservative form for the purposes of this article; LCBC methods for problems141

in conservative form are left to future work.142

The governing equation in (2.1), with given forcing function fpx, tq, takes the form143

of a parabolic (q “ 1) or hyperbolic (q “ 2) PDE in second-order form depending144

on the choice of the index q. The boundary conditions in (2.1), with given forcing145

function gpx, tq, are written in terms of the boundary operator given by146

(2.3) Bu def
“ b1pxqu` b2pxqBnu, x P BΩ,147

where Bn is the outward normal derivative and the coefficient functions satisfy |b1pxq|`148

|b2pxq| ‰ 0, @x P BΩ.149

We are motivated by the application of the LCBC method for high-order accu-150

rate discretizations of the problem in (2.1) on mapped grids. For such discretizations,151

we consider a smooth mapping from the unit square to Ω. The form of the prob-152

lem remains unchanged in the mapped domain, so it suffices to study the governing153

equations in (2.1) over the domain Ω “ p0, 1q2.154

Let Ui « upxi, tq represent the numerical approximation of the exact solution155

of (2.1) at discrete points xi on the Cartesian grid Ωh,156

(2.4) Ωh
def
“ txi “ pxi, yjq “ pi∆x, j∆yq, i “ 0, . . . , Nx, j “ 0, . . . , Nyu ,157

where Nx and Ny determine the number of grid lines in the x and y directions,158

respectively, ∆x “ 1{Nx and ∆y “ 1{Ny are grid spacings, and i “ pi, jq is a multi-159

index, see the left plot of Figure 3.1. Let BΩh denote the set of grid points on the160

boundary and Ωh “ ΩhzBΩh the interior grid points.161

Our principal focus is on discretizations of (2.1) to fourth and sixth-order accu-162

racy, although we also consider second-order accurate approximations as a baseline.163

A second-order accurate discretization of (2.1) employs standard centered differences164

for the first and second derivatives given by165

(2.5) D2,ζ
def
“ D0ζ , D2,ζζ

def
“ D`ζD´ζ , ζ “ x, y.166

3The solution of second-order elliptic boundary value problems can also be treated with the
LCBC approach, see [1].
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LOCAL COMPATIBILITY BOUNDARY CONDITIONS 5

Compact fourth and sixth-order accurate centered approximations, D2p,ζ and D2p,ζζ ,167

p “ 2, 3, are defined in the usual way, for example,168

D6,ζζ
def
“ D`ζD´ζ

`

I ´
∆ζ2

12
D`ζD´ζ `

∆ζ4

90
pD`ζD´ζq

2 ˘
.(2.6)169

170

Using these approximations, the dth-order accurate approximation to Q is given by171

Qd,h
def
“ c11pxiqDd,xx ` 2c12pxiqDd,xDd,y ` c22pxiqDd,yy(2.7)172

` c1pxiqDd,x ` c2pxiqDd,y ` c0pxiqI.173174

Similarly let Bd,h be the dth-order accurate centered discretization of the boundary175

operator B. The semi-discrete model problem now takes the form176

(2.8)

$

’

&

’

%

B
q
tUiptq “ Qd,hUiptq ` fpxi, tq, xi P Ωh, t P p0, T s,

Bd,hUiptq “ gpxi, tq, xi P BΩh, t P r0, T s,

B
α´1
t Uip0q “ uα´1pxiq, xi P Ωh, α “ 1, . . . , q.

177

Grid points along ghost lines at each boundary of Ωh are introduced to accommodate178

the stencil of the discrete spatial operators near the boundaries, and these are included179

in the extended grid defined by180

(2.9) Ωeh
def
“ txi | i “ pi, jq, i “ ´p, . . . , Nx ` p, j “ ´p, . . . , Ny ` pu ,181

where p “ d{2. We evaluate the solution at the ghost points using the LCBC method.182

The LCBC method uses compatibility boundary conditions obtained from the183

primary boundary conditions and the governing PDE (and its derivatives) applied on184

the boundary. Taking q time derivatives of the primary boundary condition in (2.1)185

gives186

(2.10) BBqt upx, tq “ B
q
t gpx, tq, x P BΩ,187

at a fixed time t P r0, T s. Applying the PDE from (2.1) yields188

(2.11) BQupx, tq “ Bqt gpx, tq ´ Bfpx, tq, x P BΩ.189

Repeating the process ν times gives the νth compatibility condition190

(2.12) BQνupx, tq “ Bqνt gpx, tq ´ BΨνfpx, tq, x P BΩ, ν “ 1, 2, . . . , CBCB,qrνs191

denoted by CBCB,qrνs, where Ψν is a differential operator defined by192

(2.13) Ψνfpx, tq
def
“

ν
ÿ

k“1

Qk´1B
qpν´kq
t fpx, tq, x P BΩ, ν “ 1, 2, . . . .193

3. LCBC method. We now provide a description of the LCBC method for the194

IBVP in (2.8). The goal is to specify solution values at ghost points adjacent to195

grid faces and grid corners; these are shown in Figure 3.1 for the case of a fourth-196

order accurate scheme that requires two ghost points. We first consider a coordinate197

boundary away from corners where two coordinate boundaries meet. We choose a198

Dirichlet-type boundary condition and introduce the LCBC method using a direct199

approach. For a more efficient implementation, we improve upon this direct approach200
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6 LOCAL COMPATIBILITY BOUNDARY CONDITIONS

by adopting a stencil representation of the solution at the ghost points; we call this201

improved method the stencil approach. The process is similar for a Neumann or Robin202

boundary condition, see [1]. Finally, we describe the treatment near the corner.203

x0,0 xNx,0

xNx,Nyx0,Ny

x´2,´2 xNx`2,´2

x´2,Ny`2 xNx`2,Ny`2

x0,j̃

x0,0

interior and

boundary points

needed for LCBC

center boundary

point

ghost points to

be computed

Figure 3.1. Grid, with ghost points, for a fourth-order accurate approximation.

3.1. Dirichlet boundary. As an example of the LCBC method for Dirichlet204

boundary conditions, let us consider the left boundary, x “ 0 with y P r0, 1s, and205

assume that the boundary operator in (2.1) becomes206

(3.1) upx, tq “ g`py, tq, x P BΩ`,207

for a fixed time t P r0, T s. Define an interpolating polynomial ũpx, yq, centered about208

px̃, ỹq, as209

(3.2) ũpx, yq
def
“

p
ÿ

n̂“´p

p
ÿ

m̂“´p

dm̂,n̂Lm̂

ˆ

x´ x̃

∆x

˙

Ln̂

ˆ

y ´ ỹ

∆y

˙

, p P N,210

where Lkpzq is a Lagrange basis function Lkpzq “
śp
l“´p
l‰k

pz´lq
pk´lq . Note that ũ has the211

property ũ
`

x̃`î∆x, ỹ`ĵ∆y
˘

“ dî,ĵ , for î, ĵ “ ´p, . . . , p. The m̃ “ p2p`1q2 coefficients212

dm̂,n̂, m̂, n̂ “ ´p, . . . , p in (3.2) are found by enforcing the constraints213

ũ
`

0, ỹ ` ĵ∆y
˘

“ g`
`

ỹ ` ĵ∆y, t
˘

, ĵ “ ´p, . . . , p,(3.3a)214

ũ
`

î∆x, ỹ ` ĵ∆y
˘

“ Uî,j̃`ĵptq, î “ 1, . . . , p, ĵ “ ´p, . . . , p,(3.3b)215

BµyQ
ν ũp0, ỹq “ BµyR`,νpỹ, tq, ν “ 1, . . . , p, µ “ 0, . . . , 2p,(3.3c)216217

where218

(3.4) R`,νpy, tq
def
“ B

qν
t g`py, tq ´Ψνfp0, y, tq.219

The constraints in (3.3a) are the Dirichlet boundary condition applied at 2p` 1 grid220

points about the boundary point p0, ỹq, while (3.3b) sets ũ equal to Ui at pp2p ` 1q221

grid points interior to the boundary point. The last constraints in (3.3c) require222

that ũ satisfy 2p` 1 tangential derivatives of the compatibility boundary conditions,223
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LOCAL COMPATIBILITY BOUNDARY CONDITIONS 7

CBC`,qrνs, ν “ 1, . . . , p, evaluated at the boundary point p0, ỹq. Together, the con-224

straints in (3.3) imply m̃ “ p2p ` 1q2 linear equations for the m̃ coefficients in ũ for225

each point p0, ỹq P BΩ̃`,h, where226

(3.5) BΩ̃`,h
def
“

 

xi | i “ 0, j “ p, p` 1, . . . , Ny ´ p
(

,227

is the set of grid points along the left boundary x “ 0 sufficiently separated from the228

corners at y “ 0 and 1.229

The m̃ˆ m̃ linear system implied by (3.3) has the form230

(3.6) Ad “ b,231

where A P Rm̃ˆm̃ is a coefficient matrix, b P Rm̃ is a right-hand side vector and232

d P Rm̃ is a vector containing the coefficients of the interpolating polynomial in (3.2)233

organized as234

(3.7) d “ rd´p,´p, . . . , d´p,p | d´p`1,´p, . . . , d´p`1,p | ¨ ¨ ¨ | dp,´p, . . . , dp,ps
T
.235

The matrix A, as constructed in Algorithm 3.1 for a point x̃ on the boundary, has236

the 2ˆ 2 block structure237

(3.8) A “

«

A11 A12

0 I

ff

.238

The elements in the matrices A11 P Rm̃1ˆm̃1 and A12 P Rm̃1ˆm̃2 , with m̃1 “ pp2p` 1q239

and m̃2 “ pp`1qp2p`1q, are obtained from derivatives of the interpolating polynomial240

ũ implied by the conditions in (3.3c). The m̃2 ˆ m̃2 identity in the lower-right block241

of A is implied by the conditions in (3.3a) and (3.3b). The matrix A is nonsingular242

provided that the coefficient function c11pxq associated with the highest x-derivative243

in the differential operator Q does not vanish (see Theorem 4.1 discussed later in244

Section 4.1). Algorithm 3.2 shows the construction of the right-hand side vector b245

which follows similar steps to that used to build A. The solution of (3.6) yields the246

coefficients dm̂,n̂ of the interpolating polynomial, and in particular247

(3.9) Uî,j̃ “ dî,0, î “ ´p, . . . ,´1,248

which sets the values of Ui in the p ghost points corresponding to the boundary249

point x̃.250

3.1.1. LCBC method: Direct approach. In the direct approach to the251

LCBC method, the matrix A and vector b in (3.6) are constructed for each point252

on the boundary, and then the system is solved to determine ghost points following253

the assignments in (3.9) for example. Points on the boundary near corners require254

special treatment, and this is discussed in Section 3.2.255

An important element of the direct approach, and the stencil approach discussed256

next, is an efficient calculation of the matrix A. The main step in this calculation257

appears in line 8 of Algorithm 3.1, which is independent of time t and need only be258

performed once for a given problem. This step involves applying repeated y-derivatives259

and powers of the operator Q on the product of Lagrange basis functions Lm̂ and Ln̂,260

and then evaluating the result at a point x̃ on the boundary. While this calculation261

can be carried out analytically, the form of Q in (2.2) involving general coefficient262

functions, c11pxq, c12pxq, etc., makes this calculation increasingly messy as the order263
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8 LOCAL COMPATIBILITY BOUNDARY CONDITIONS

Algorithm 3.1 Construct the coefficient matrix A for a Dirichlet boundary.
1: r “ 0;
2: for ν “ 1, . . . , p do
3: for µ “ 0, . . . , 2p do
4: r “ r ` 1;
5: for m̂ “ ´p, . . . , p do
6: for n̂ “ ´p, . . . , p do
7: c “ p2p` 1qpm̂` pq ` n̂` p` 1;
8: Apr, cq “ BµyQ

νLm̂
`

px´ x̃q{∆x
˘

Ln̂
`

py´ ỹq{∆y
˘ˇ

ˇ

x“x̃
; Ź Elements of A from (3.3c)

9: end for
10: end for
11: end for
12: end for
13: for î “ 0, . . . , p do
14: for ĵ “ ´p, . . . , p do
15: r “ r ` 1;
16: Apr, rq “ 1; Ź Elements of A from (3.3a) and (3.3b)
17: end for
18: end for

Algorithm 3.2 Construct the right-hand side vector b for a Dirichlet boundary.
1: r “ 0;
2: for ν “ 1, . . . , p do
3: for µ “ 0, . . . , 2p do
4: r “ r ` 1;
5: bprq “ BµyR`,νpỹ, tq; Ź Elements of b from (3.3c)
6: end for
7: end for
8: for ĵ “ ´p, . . . , p do
9: r “ r ` 1;

10: bprq “ g`
`

ỹ ` ĵ∆y, t
˘

; Ź Elements of b from (3.3a)
11: end for
12: for î “ 1, . . . , p do
13: for ĵ “ ´p, . . . , p do
14: r “ r ` 1;
15: bprq “ Uî,j̃`ĵptq; Ź Elements of b from (3.3b)

16: end for
17: end for

of accuracy determined by p increases. Also, it is desirable to avoid having to specify264

derivatives of the coefficient functions. With these issues in mind, a more practical265

approach is described in Algorithm 3.3 which computes suitable approximations of266

these elements, denoted by Zm̂,n̂rµ, νs, in a particular column of A determined by267

given values of m̂, n̂ P t´p, . . . , pu defining the basis functions. The row entries are268

determined by the integers µ and ν, and we note in advance that the algorithm only269

requires evaluations of the coefficient functions at points on the grid.270

The first collection of steps in the algorithm results in the calculation of the grid271

function Vîrν ` 1, ks in line 16 defined by272

(3.10) Vîrν, ks
def
“ pQd,hq

νLm̂
`

î
˘

Ln̂
`

ĵ
˘

, ν “ 1, . . . , p,273

where the indices pm̂, n̂q are fixed and the order of accuracy of the approximation274

is d “ 2k, k “ 1, . . . , p ` 1 ´ ν. Note that the highest order of accuracy, given by275

2pp ` 1 ´ νq, decreases as ν increases. The calculation of Vîrν ` 1, ks, determined276

by the function applyQh, follows from the form of the discrete operator Qd,h. The277
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LOCAL COMPATIBILITY BOUNDARY CONDITIONS 9

Algorithm 3.3 Compute Zm̂,n̂rµ, νs « B
µ
yQ

νLm̂
`

px´ x̃q{∆x
˘

Ln̂
`

py ´ ỹq{∆y
˘
ˇ

ˇ

x“x̃
.

1: for k “ 1, . . . , p do
2: for î P Ω̂hr0, ks do Ź Initialize Vîr0, ks “ Lm̂ p̂iqLn̂pĵq

3: Vîr0, ks “ Lm̂ p̂iqLn̂pĵq;
4: end for
5: end for
6: for ν “ 0, . . . , p´ 1 do
7: for k “ 1, . . . , p´ ν do
8: for l “ 1, . . . , k ´ 1 do

9: for î P Ω̂hrν, ks do Ź Compute corrections W
pm,nq

î
rν, ls involving Vîrν, ls

10: for m “ 0, . . . , k ´ l do

11: W
pm,pk´lq´mq

î
rν, ls “ pD`xD´xqmpD`yD´yqpk´lq´mVîrν, ls;

12: end for
13: end for
14: end for
15: for î P Ω̂hrν ` 1, ks do Ź Compute Vîrν ` 1, ks “

`

Q2k,h

˘

Vîrν, ks

16: Vîrν ` 1, ks “ applyQh
 

Vîrν, ks,W
pm,nq

î
rν, k ´ 1s, . . . ,W

pm,nq

î
rν, 1s

(

;

17: end for
18: end for
19: end for
20: for ν “ 1, . . . , p do Ź Compute Zi,jrµ, νs using Vîrν, ks, k “ 1, 2, . . . , p` 1´ ν
21: k “ p` 1´ ν;
22: Zm̂,n̂r0, νs “ V0,0rν, ks
23: for l “ 1 . . . , p do
24: µ “ 2l;
25:

 

Zm̂,n̂rµ´ 1, νs, Zm̂,n̂rµ, νs
(

“ applyDy
 

Vîrν, 1s, . . . , Vîrν, ks
(

;
26: end for
27: end for

domain for the local index î, denoted by Ω̂hrν, ks, for each calculation is defined by278

(3.11) Ω̂hrν, ks
def
“ r´wx, wxs ˆ r´wy, wys, wx “ p´ pν ` k´ 1q, wy “ wx ` p,279

and this gives the minimum stencil width required for the subsequent calculation of the280

discrete y-derivatives of Vîrν, ks performed in the second collection of steps starting at281

line 20. Here, the main step involves the function applyDy in line 25 which computes282

the odd/even derivative pair Zm̂,n̂rµ ´ 1, νs and Zm̂,n̂rµ, νs using standard centered283

finite differences in the y-direction to order of accuracy d “ 2k “ 2pp` 1´ νq.284

The elements of the right-hand side vector b in (3.6) are specified by Algorithm 3.2285

for the case of a Dirichlet boundary along x̃ “ 0. The difficult step appears in line 5286

and it involves the calculation of successive y-derivatives of R`,νpỹ, tq defined in (3.4).287

The calculation of R`,νpy, tq, in turn, requires powers of the operator Q applied to the288

forcing function fpx, tq. As before, we use a practical approach in which the various289

derivatives, both in space and time, are performed approximately to appropriate or-290

ders of accuracy. At present we have considered only a spatial discretization in the291

semi-discrete model in (2.8) and so we assume the time derivatives in R`,νpỹ, tq are292

exact for now. In terms of the spatial approximations, a key step involves applying293

powers of the discrete operator Qd,h onto fpx, tq evaluated at grid points about x̃,294

and this can be done efficiently following steps similar to those described in Algo-295

rithm 3.3. Discrete y-derivatives are then applied to the result, again following the296

previous algorithm. The principal details involve the approximations of R`,νpỹ, tq and297

these are given in Algorithm 3.4.298

It is worth noting that the elements of b must be calculated at each time step.299

Also, the approximation of BµyR`,νpỹ, tq uses values of R`,ĵrν, ts about ỹ, computed in300
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10 LOCAL COMPATIBILITY BOUNDARY CONDITIONS

Algorithm 3.4 Compute R`,ĵrν, ts « R`,ν
`

ỹ ` ĵ∆y, t
˘

for q ą 0

1: for ν “ 1, . . . , p do
2: for ĵ P r´p, ps do Ź Initialize R`,ĵrν, ts “ B

qν
t g`

`

ỹ ` ĵ∆y, t
˘

3: R`,ĵrν, ts “ applyDt
 

g`,ĵptq, qν
(

;

4: end for
5: end for
6: for n “ 0, . . . , p´ 1 do
7: for k “ 1, . . . , p do
8: for î P Ω̂hr0, ks do Ź Initialize Fîr0, k, ts “ B

qn
t fpx̃` xî, tq

9: Fîr0, k, ts “ applyDt
 

f̂iptq, qn
(

;
10: end for
11: end for
12: for ν̄ “ 0, . . . , p´ n´ 2 do
13: for k “ 1, . . . , p´ ν̄ do
14: for l “ 1, . . . , k ´ 1 do

15: for î P Ω̂hrν̄, ks do Ź Compute corrections W
pm,nq

î
rν̄, l, ts involving Fîrν̄, l, ts

16: for m “ 0, . . . , k ´ l do

17: W
pm,pk´lq´mq

î
rν̄, l, ts “ pD`xD´xqmpD`yD´yqpk´lq´mFîrν̄, l, ts;

18: end for
19: end for
20: end for
21: for î P Ω̂hrν̄ ` 1, ks do Ź Compute Fîrν̄ ` 1, k, ts “

`

Q2k,h

˘

Fîrν̄, k, ts

22: Fîrν̄ ` 1, k, ts “ applyQh
 

Fîrν̄, k, ts,W
pm,nq

î
rν̄, k ´ 1, ts, . . . ,W

pm,nq

î
rν̄, 1, ts

(

;

23: end for
24: end for
25: end for
26: for ν “ n` 1, . . . , p do
27: ν̄ “ ν ´ n´ 1;
28: k “ mintp` 1´ ν̄ , pu;
29: for ĵ P r´p, ps do Ź Update R`,ĵrν̃, ts

30: R`,ĵrν, ts “ R`,ĵrν, ts ´ F0,ĵrν̄, k, ts;

31: end for
32: end for
33: end for

Algorithm 3.4, and these can be used by the approximations at neighboring values301

along the boundary. This observation suggests a possible savings in computational302

cost that is explored with the stencil approach discussed next.303

3.1.2. LCBC method: Stencil approach. The aim of the stencil approach is304

to manipulate the linear system in (3.6) so that the values in the ghost points in (3.9)305

corresponding to a point x̃ on the boundary can be computed using the stencil formula306

Uî,j̃ “
p
ÿ

ν“1

j̃`p
ÿ

j“j̃´p

α
pν,jq

î,j̃
R`,jrν, ts `

p
ÿ

i“0

j̃`p
ÿ

j“j̃´p

β
pi,jq

î,j̃
Ui,jptq, î “ ´p, . . . ,´1,(3.12)307

308

where α
pν,jq

î,j̃
and β

pi,jq

î,j̃
are coefficients belonging to the left boundary centered at x0,j̃ .309

A central point is that the coefficients in (3.12) do not depend on time t and can310

be computed from the matrix A in (3.8). Thus, the values in the ghost points can311

be computed efficiently via a fixed linear combination of the relevant time-dependent312

data given by R`,jrν, ts and the grid data given by Ui,jptq. This grid data includes313

values at interior points close to the boundary for i “ 1, . . . , p and Dirichlet boundary314

data, U0,jptq “ g`pyj , tq. Note that Algorithm 3.4 computes R`,ĵrν, ts for values of the315
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LOCAL COMPATIBILITY BOUNDARY CONDITIONS 11

local index ĵ about j̃, but the range of the y-index can be extended readily to cover316

the whole left boundary (sufficiently separated from the corners).317

To compute the coefficients in (3.12), we consider the linear system in (3.6) in318

the form319

(3.13)

«

A11 A12

0 I

ff«

d1

d2

ff

“

«

DyRptq

Uptq

ff

,320

where d “
“

d1,d2s
T holds the coefficients of the interpolating polynomial, Rptq P Rm̃1321

is a vector containing R`,jrν, ts, Uptq P Rm̃2 is a vector containing Ui,jptq, and Dy P322

Rm̃1ˆm̃1 is the matrix operator representing the discrete y-derivatives of R`,jrν, ts.323

We are mainly interested in the elements of d1 which give the ghost values in (3.9).324

The lower set of m̃2 equations in (3.13) implies d2 “ Uptq so that the upper set of325

m̃1 equations becomes326

(3.14) A11d1 “ DyRptq ´A12Uptq.327

Let Cα P Rm̃1ˆm̃1 and Cβ P Rm̃1ˆm̃2 solve the matrix systems328

(3.15) A11Cα “ Dy, A11Cβ “ ´A12,329

so that (3.14) reduces to330

(3.16) d1 “ CαRptq ` CβUptq.331

The sets of coefficients,
 

α
pν,jq

î,j̃

(

and
 

β
pi,jq

î,j̃

(

, in the stencil formula in (3.12) are given332

by the elements along selected rows of Cα and Cβ , respectively, corresponding to the333

desired ghost values in d1. We note also that the linear systems in (3.15) are dense334

but not very large, e.g. A11 is 21ˆ 21 for p “ 3.335

3.2. LCBC conditions at a corner. As a representative case involving the336

conditions at a corner, let us consider the bottom-left corner, x̃ “ p0, 0q, where two337

Dirichlet boundaries meet. The cases of a Neumann-Neumann corner and a Dirichlet-338

Neumann corner are discussed in [1]. The physical (primary) boundary conditions339

are taken to be340

upx, tq “ g`py, tq, x P BΩ`,(3.17a)341

upx, tq “ gbpx, tq, x P BΩb,(3.17b)342343

for some fixed time t. We start by specifying the interpolating polynomial ũpxq at344

known interior data given by345

(3.18a) ũ
`

î∆x, ĵ∆y
˘

“ Uî,ĵptq, î “ 1, . . . , p, ĵ “ 1, . . . , p.346

Next, we apply tangential derivatives of the primary boundary conditions and com-347

patibility conditions given by348

(3.18b)
Bµy ũp0, 0q “ B

µ
y g`p0, tq

Bµx ũp0, 0q “ B
µ
xgbp0, tq

+

µ PM0,349

and350

(3.18c)
BµyQ

ν ũp0, 0q “ BµyR`,νp0, tq

BµxQ
ν ũp0, 0q “ BµxRb,νp0, tq

+

ν “ 1, . . . , p, µ PMν ,351
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12 LOCAL COMPATIBILITY BOUNDARY CONDITIONS

respectively, where R`,νpy, tq is defined in (3.4) and Rb,νpx, tq is defined by352

(3.19) Rb,νpx, tq
def
“ B

qν
t gbpx, tq ´Ψνfpx, 0, tq.353

The sets Mν , ν “ 0, . . . , p, chosen to eliminate redundant constraints, are given by354

(3.20)

Mν “

$

’

’

’

’

’

’

’

&

’

’

’

’

’

’

’

%

0, 1, 2, 3, . . . , 2p´ 1, 2p, if ν “ 0, with an average for µ “ 0,

1, 2, 3, 4, . . . , 2p´ 1, 2p, if ν “ 1, with an average for µ “ 2,

1, 3, 4, 5, . . . , 2p´ 1, 2p, if ν “ 2, with an average for µ “ 4,

...
...

1, 3, 5, . . . , 2p´ 1, 2p, if ν “ p, with an average for µ “ 2p.

355

Note that there is one value for µ in each set Mν where the pairs in (3.18b) and (3.18c)356

are averaged to resolve linearly dependent constraints (and to balance the constraints357

on the left and bottom boundaries). The weights for the averages are ∆yµ and ∆xµ358

for the CBCs arising from the left and bottom boundaries, respectively, to balance the359

tangential derivatives taken in the y and x directions. Ghost points near the corner360

can be obtained from the solution of the linear system implied by (3.18) following a361

direct approach, or these ghost points can be written in terms of the stencil formula362

Uî,ĵ “
p
ÿ

ν“0

p
ÿ

j“´p

α̃
pν,jq

î,ĵ
R`,jrν, ts `

p
ÿ

ν“0

p
ÿ

i“´p

β̃
pν,iq

î,ĵ
Rb,irν, ts `

p
ÿ

i“1

p
ÿ

j“1

γ̃
pi,jq

î,ĵ
Ui,jptq,(3.21)363

364

where Ω̂c
def
“

 

î “ p̂i, ĵq | ´p ď p̂i, ĵq ă p z 1 ď p̂i, ĵq ă p
(

defines the set of local indices365

for the ghost-point values in (3.21). The time-dependent data R`,jrν, ts and Rb,irν, ts366

in (3.21) are discrete approximations of R`,νpj∆y, tq and Rb,νpi∆x, tq, respectively,367

for ν “ 1, . . . , p. The boundary conditions are specified in (3.21) by setting368

R`,jr0, ts “ g`pj∆y, tq, j “ ´p, . . . , p,(3.22a)369

Rb,ir0, ts “ gbpi∆x, tq, i “ ´p, . . . , p,(3.22b)370371

similar to previous specifications. The coefficients in the stencil formula are derived372

from the m̃ ˆ m̃ linear system implied by (3.18) following the analysis described for373

the Dirichlet boundary.374

Our choice for the constraints in (3.18) is guided by the case when Q in (2.2) is375

the Laplacian operator. For this case, the constraints are linearly independent. For376

the more general operator Q with variable coefficients, the constraints remain linearly377

independent provided c11pxq ą 0, c22pxq ą 0 and |c12pxq| {
a

c11pxqc22pxq is small, for378

x in a neighborhood of the corner. Should these conditions be violated, the m̃ ˆ m̃379

matrix A implied by (3.18) may become singular or badly conditioned. For example,380

if c11 ą 0, c22 ą 0 and c12 are constants, and if c1 “ c2 “ c0 “ 0, then the determinant381

of A for the case p “ 1 (d “ 2) has the form382

detpAq “ ´D∆x∆ypc11 ` c22qpc11c22 ´ 4c212q, D “ constant ą 0.383

Thus, A becomes singular when |c12| “
?
c11c22{2. Another case for which A is rank384

deficient occurs when c11 “ c22 “ 1, c12 “ 1{2, c1 “ c2 “ c0 “ 0 and ∆x “ ∆y, and385

for any value of p.386
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LOCAL COMPATIBILITY BOUNDARY CONDITIONS 13

As noted earlier, we are motivated by high-order accurate discretizations of the387

IBVP in (2.1). For many problems of interest, this problem is obtained by an orthog-388

onal, or near-orthogonal, mapping of a PDE in physical space involving the Laplacian389

operator. The resulting mapped problem would have |c12pxq| small relative to c11pxq390

and c22pxq resulting in a nonsingular matrix A implied by the constraints in (3.18) for391

a Dirichlet-Dirichlet corner. The matrices for the Neumann-Neumann and Dirichlet-392

Neumann corners are also nonsingular under these conditions, see Theorem 4.2.393

4. Analysis of the LCBC approach. In this section, we provide some results394

of an analysis of the LCBC approach. In particular, we consider the solvability of395

the matrix systems associated with the constraints implied by the LCBC method for396

points along a grid side and at a grid corner. We then consider symmetry properties397

of the discrete approximations generated by the LCBC method for the case when the398

PDE involves the Laplacian operator. Finally, we examine the stability of explicit399

time-stepping schemes for the wave equation with numerical boundary conditions400

given by the LCBC approach.401

4.1. Solvability of the LCBC matrix systems. We first consider conditions402

required for the LCBC matrix systems to be nonsingular. This is done for the case of403

a constant-coefficient operator Q given by404

Q “ c11B
2
x ` 2c12BxBy ` c22B

2
y ` c1Bx ` c2By ` c0.(4.1)405406

For this operator, we have the following result:407

Theorem 4.1 (Solvability on a face). The matrix resulting from the order408

2p “ 2, 4, 6 LCBC constraints for the constant-coefficient operator Q in (4.1) with409

a Dirichlet or Neumann boundary condition on a grid face is nonsingular provided410

c11 ą 0 and ∆x is sufficiently small (left or right face) or c22 ą 0 and ∆y is suffi-411

ciently small (bottom or top face). If c1 “ 0 (left face) or c2 “ 0 (right face), then412

the matrix is nonsingular for any ∆x and ∆y.413

Proof. Let us focus on the left boundary, while similar arguments hold for the414

other boundaries. For either a Dirichlet or Neumann boundary, the determinant of A,415

for order of accuracy 2p “ 2, 4, 6, has the form416

(4.2) detpAq “ KpGppξq, ξ “
c1∆x

c11
, p “ 1, 2, 3,417

where Kp is a non-zero constant depending on ∆x, ∆y and c11, and where Gppξq is a418

polynomial satisfying Gpp0q “ 1. For the Dirichlet case, the polynomials are given by419

G1pξq “

ˆ

1´
ξ

2

˙3

, G2pξq “

ˆ

1´
3ξ

2
`
ξ2

2
´
ξ3

18

˙5

,420

G3pξq “

ˆ

1´ 3ξ `
11ξ2

4
´

1691ξ3

1440
`

121ξ4

480
´

11ξ5

400
`

ξ6

800

˙7

.421
422

The forms of Gp for the Neumann case can be found in [1]. The result of the theorem423

follows from the form of the determinant of A in (4.2). As expected, the lower order424

terms in (4.1) become less important for the solvability of the system as the grid425

spacings tend to zero.426

The solvability conditions at a corner are more complicated. For this case, we427

focus on the constant-coefficient operator in (4.1) with the coefficients of the lower-428

order terms set to zero, i.e. c0 “ c1 “ c2 “ 0, and define the dimensionless parameters429
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14 LOCAL COMPATIBILITY BOUNDARY CONDITIONS

γ “ c12?
c11c22

, and σ “
b

c11{∆x2

c22{∆y2
, assuming c11 ą 0 and c22 ą 0. Recall that when430

choosing the corner compatibility conditions we assumed that |c12| is small compared431

to c11 and c22, and this now corresponds to |γ| small. The following theorem de-432

scribes the solvability of the LCBC matrix systems for the Dirichlet-Dirichlet (D-D),433

Neumann-Neumann (N-N) and Dirichlet-Neumann (D-N) corners.434

Theorem 4.2 (Solvability at a corner). The matrices resulting from the LCBC435

constraints at D-D, N-N and D-N corners for the constant-coefficient operator Q436

in (4.1) with c11 ą 0, c22 ą 0, and c0 “ c1 “ c2 “ 0 are nonsingular provided any of437

the following conditions hold:438

1. γ “ 0 (c12 “ 0), for orders 2p “ 2, 4, 6.439

2. |γ| is sufficiently small, for orders 2p “ 2, 4.440

3. γ ă 0 and |γ| is sufficiently small, for order 2p “ 6.441

4. γ ą 0 and pσ ` 1{σqγ is sufficiently small, for order 2p “ 6.442

Proof. We consider the corner where the left and bottom boundaries meet, while443

similar arguments hold for the other corners. For D-D, N-N and D-N corners, the444

determinant of A has the form445

(4.3) detpAq “ KpHppγqFppγ, σq, p “ 1, 2, 3,446

where Kp is a non-zero constant depending on ∆x, ∆y, c11 and c22, Hppγq is a447

polynomial satisfying Hpp0q “ 1, and Fppγ, σq is a polynomial in γ with coefficients448

that depend on σ. For a D-D corner, we have449

H1pγq “1´ 4γ2, H2pγq “
`

1´ 4γ2
˘2 `

1´ 28γ2 ` 208γ4 ´ 256γ6
˘

,450

H3pγq “
`

1´ 4γ2
˘4 `

1´ 12γ2 ` 16γ4
˘2 `

1´ 104γ2 ` 3984γ4 ´ 68480γ6
451

`509440γ8 ´ 1278976γ10 ` 921600γ12
˘

452453

and454

F1pγ, σq “1, F2pγ, σq “ 3

ˆ

σ `
1

σ

˙

´ 4γ,455

F3pγ, σq “7200

ˆ

σ3
` σ `

1

σ
`

1

σ3

˙

´ γ

„

3960

ˆ

σ4
`

1

σ4

˙

` 28070

ˆ

σ2
`

1

σ2

˙

` 26620



456

` γ2

„

13423

ˆ

σ3
`

1

σ3

˙

` 39483

ˆ

σ `
1

σ

˙

´ γ3

„

14399

ˆ

σ2
`

1

σ2

˙

` 28798



457

` γ4

„

5940

ˆ

σ `
1

σ

˙

.458
459

The corresponding formulae for the N-N corner and D-N corner are given in [1]. Note460

that when γ ă 0, the functions Fp are always positive and bounded away from zero.461

The result of the theorem follows from the form of the determinant of A in (4.3).462

We note that a good quality grid usually aims to have σ « 1. One way to see this463

is to note that if c11 ! c22 then there could be boundary layers near x “ 0 or x “ 1,464

which would require a small value for ∆x to resolve the solution there. We also note465

that for order 2p “ 6 when γ ą 0 (c12 ą 0), we require not just γ to be small but also466

γσ and γ{σ to be small. Thus the corner LCBC matrix could be poorly conditioned467

if σ becomes large or small when c12 ą 0. This could occur, for example, if one only468

refined the grid in the x-direction.469
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4.2. Symmetry properties of the LCBC conditions. The next two theo-470

rems concern symmetry properties of the numerical boundary conditions generated471

by the LCBC method for a boundary face and corner. These symmetry conditions472

pertain to the case when Q is the Laplacian operator and the domain is represented473

by a Cartesian grid. The first theorem considers the symmetry for a boundary face.474

Theorem 4.3 (Symmetry on a face). When applied to the operator Q “ ∆ on a475

Cartesian grid, the LCBC approach on a face, at any order 2p “ 2, 4, 6, . . ., results476

in numerical boundary conditions with odd symmetry for the case of homogeneous477

Dirichlet boundary conditions and with even symmetry for the case of homogeneous478

Neumann boundary conditions, for example,479

Ui´î,j “ ´Ui`î,j , î “ 1, . . . , p, Dirichlet BC at i “ 0 or i “ Nx,(4.4a)480

Ui´î,j “ Ui`î,j , î “ 1, . . . , p, Neumann BC at i “ 0 or i “ Nx.(4.4b)481
482

Proof. First consider the case of a homogeneous Dirichlet boundary condition on483

the left side, i “ 0, away from the corner. Without loss of generality we may take484

x̃ “ 0 and ỹ “ 0, and then the polynomial interpolant ũ can be written as485

ũpx, yq “
2p
ÿ

n“0

2p
ÿ

m“0

an,m x
n ym, p “ 1, 2, . . . .(4.5)486

487

We wish to show that ũpx, 0q is an odd function in x, so that ũpx, 0q “ a1,0x`a3,0x
3`488

. . . a2p´1,0x
2p´1, for then we have ũp´x, 0q “ ´ũpx, 0q and the desired result follows.489

The CBCs in (3.3c) reduce to490

Bµy∆ν ũp0q “ 0, ν “ 0, . . . , p, µ “ 0, . . . , 2p, CBCrµ, νs,(4.6)491492

where the case ν “ 0 follows since U0,j “ 0 from the homogeneous boundary condition.493

For the purposes of the proof, we have labeled the conditions in (4.6) as CBCrµ, νs.494

We will show that (4.6) implies that all even x-derivatives of ũ at x “ 0 are zero,495

B2ν
x ũp0q “ 0, ν “ 0, . . . , p,(4.7)496497

which implies that ũpx, 0q is an odd function in x. The conditions in (4.7) can be498

shown as follows. We have Bµy ũp0q “ 0, for µ “ 0, 1, . . ., since the Dirichlet conditions499

are homogeneous and since ũ is a polynomial of finite degree. Then, from CBCr0, 1s,500

we see that (4.7) holds for ν “ 1 since B2
xũp0q “ ´B

2
yũp0q “ 0, and from CBCrµ, 1s501

we also find Bµy B
2
xũp0q “ ´B

µ`2
y ũp0q “ 0, for µ “ 0, 1, . . .. Now from CBCr0, 2s, we502

find that (4.7) holds for ν “ 2, since B4
xũp0q “ p´2B2

xB
2
y ´ B

4
yqũp0q “ 0, and from503

CBCrµ, 2s we also find Bµy B
4
xũp0q “ 0, for µ “ 0, 1, . . .. The process can be repeated504

to show (4.7).505

The argument is similar for the case of a homogeneous Neumann boundary condition506

except that in this case it can be shown that all odd x-derivatives are zero, B2ν`1
x ũp0q “507

0, for ν “ 0, . . . , p, so that ũp´x, 0q “ ũpx, 0q.508

We now consider the symmetry at a corner. For this case, note that the LCBC509

conditions are used to obtain values in ghost points in the corner of the extended grid510

and also at nearby ghost points belonging to the adjacent faces, see Figure 3.1 for the511

case p “ 2 for example.512
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16 LOCAL COMPATIBILITY BOUNDARY CONDITIONS

Theorem 4.4 (Symmetry at a corner). When applied to the operator Q “ ∆513

on a Cartesian grid, the LCBC approach applied at any corner and at any order514

2p “ 2, 4, 6, . . ., results in numerical boundary conditions on the adjacent faces with515

odd symmetry for the case of homogeneous Dirichlet boundary conditions and with516

even symmetry for the case of homogeneous Neumann boundary conditions. At a left517

boundary, for example, the symmetries are given in (4.4). Values at the corner ghost518

points have even symmetry for Dirichlet-Dirichlet (D-D) or Neumann-Neumann (N-519

N) corners and odd symmetry for Dirichlet-Neumann (D-N) corners. At a bottom-left520

corner, for example, the values satisfy521

Ui´î,j´ĵ “ Ui`î,j`ĵ , î, ĵ “ 1, . . . , p, D-D or N-N corners,(4.8a)522

Ui´î,j´ĵ “ ´Ui`î,j`ĵ , î, ĵ “ 1, . . . , p, D-N corner.(4.8b)523
524

Proof. Consider the case of homogeneous Dirichlet boundary conditions on the525

left side, i “ 0, and the bottom side, j “ 0, so that we have a D-D corner at x “ p0, 0q526

and grid index i “ p0, 0q. With ũ given in (4.5) we show that527

(4.9) ũp´x, yq “ ´ũpx, yq, ũpx,´yq “ ´ũpx, yq,528

and thus ũp´x,´yq “ ũpx, yq. To show (4.9), we show529

Bm1
x Bm2

y ũp0q “ 0, m1 “ 2k, m2 “ 0, 1, . . . , 2p,(4.10a)530

Bm1
x Bm2

y ũp0q “ 0, m1 “ 0, 1, . . . , 2p, m2 “ 2k,(4.10b)531532

where k “ 0, 1, . . . , p. Recall that ũ satisfies the boundary conditions in (3.18b) and533

the compatibility conditions in (3.18c) with homogeneous boundary data, so that534

(4.11)
Bµy∆ν ũp0q “ 0

Bµx∆ν ũp0q “ 0

+

ν “ 0, 1, . . . , p, µ PMν ,535

where Mν is defined in (3.20). Using mathematical induction, we find that (4.11)536

implies537

(4.12)
Bµy B

2ν
x ũp0q “ 0

BµxB
2ν
y ũp0q “ 0

+

ν “ 0, 1, . . . , p, µ PMν .538

Set m1 “ 2k for k “ 0, 1, . . . , p. The first set of conditions in (4.12) implies that539

(4.13) Bm1
x Bm2

y ũp0q “ 0, for m2 “ 1, 3, 5, . . . , 2k ´ 1, 2k, 2k ` 1, . . . , 2p,540

while the second set of conditions in (4.12) gives541

(4.14) Bm1
x Bm2

y ũp0q “ 0, for m2 “ 0, 2, 4, . . . , 2k.542

Hence, for m1 “ 2k, we have543

(4.15) Bm1
x Bm2

y ũp0q “ 0, for m2 “ 0, 1, 2, 3, . . . , 2p,544

for any k “ 0, 1, . . . , p. The result in (4.10b) follows using a symmetric argument.545

Therefore, we have odd symmetry on the Dirichlet side near the corner and even546

symmetry at the D-D corner. The results for N-N and D-N corners follow using547

similar arguments.548
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4.3. Stability of LCBC approximations for the wave equation. We now549

consider the stability of an explicit modified equation (ME) time-stepping algorithm550

for the wave equation B2
t u “ c2∆u on a Cartesian grid using the LCBC approach at551

the boundary. The ME time-stepping schemes are given in [1]. In [3] it was shown552

that an ME scheme for the wave equation in one space dimension is stable at any553

order of accuracy, 2p “ 2, 4, 6, . . ., under the condition c∆t{∆x ă 1, where ∆t is the554

time-step. In two dimensions (or three dimensions), the time-step condition depends555

on whether selected terms are dropped to retain a stencil width of 2p` 1 or not. For556

example, at sixth-order, the term ∆2
4,hU

n
i appears, and it has a term proportional557

to ∆x4pD`xD´xq
4Uni which can be dropped (since it is also multiplied by ∆t2). If558

appropriate terms are dropped so that the stencil width of the ME scheme is 2p` 1,559

then the time-step restriction for two-dimensional problems is560

c2∆t2
´ 1

∆x2
`

1

∆y2

¯

ă 1,(4.16)561
562

for orders of accuracy 2p “ 2, 4, 6, as given by Theorem 4.5 discussed below. We call563

this version the compact ME scheme, and we conjecture that the condition in (4.16)564

holds at any even order 2p “ 2, 4, 6, . . . (with a similar result holding for three-565

dimensional problems).566

The compact ME scheme with LCBC conditions thus has some nice properties.567

It achieves high-order accuracy in space and time in a single step. In addition, the568

time-step restriction does not change as the order of accuracy increases, in contrast569

to some other high-order accurate schemes (e.g. explicit multi-step methods) where570

the stable time-step decreases significantly as the order of accuracy increases.571

Theorem 4.5 (Stability of approximations for the wave equation). The IBVP572

in (2.1) for the wave equation with q “ 2 and Q “ c2∆ discretized to orders 2p “ 2, 4, 6573

with the compact ME time-stepping scheme and the LCBC method on a Cartesian574

grid with Dirichlet or Neumann boundary conditions is stable under the time-step575

restriction given in (4.16).576

Proof. Let the domain be Ω “ r0, Lxsˆr0, Lys, i.e. a physical domain with lengths577

Lx and Ly. We consider the case of Dirichlet boundary conditions on the left and578

right faces and Neumann boundary conditions on the top and bottom. The proof for579

other combinations of boundary conditions follow in a similar way. Let us look for580

normal mode solutions of the form581

Wn
i “ An κix κ

j
y,(4.17)582583

where A is an amplification factor, pκx, κyq are constants and i “ pi, jq. Since the584

LCBC approach leads to discrete boundary conditions that enforce even and odd585

symmetry, we can look for normal-mode solutions in space that satisfy these symmetry586

conditions. In this case we find that the normal modes are587

Wn
i “ An˘,k sin

´πkx
Lx

xi

¯

cos
´πky
Ly

yj

¯

, kx “ 1, . . . , Nx ´ 1, ky “ 0, 1, . . . , Ny,588
589

where A˘,k are two possible values for the amplification factor (see below) and590

k “ pkx, kyq. For stability we choose ∆t so that |A˘,k| ď 1 for all valid kx and591

ky. It is straightforward to find the symbols of D`xD´x and D`yD´y, given by592

D`xD´x sin
`

πkxxi

Lx

˘

“ ´k̂2
x sin

`

πkxxi

Lx

˘

, and D`yD´y cos
`πkyyj

Ly

˘

“ ´k̂2
y cos

`πkyyj
Ly

˘

,593
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where k̂x
def
“

sinpξx{2q
∆x{2 , k̂y

def
“

sinpξy{2q
∆y{2 , ξx

def
“ πkx

Lx
∆x, and ξy

def
“

πky
Ly

∆y. Substitut-594

ing (4.17) into the ME time-stepping schemes for the different orders of accuracy,595

determined by p, leads to a quadratic equation for A,596

A2 ´ 2bpA` 1 “ 0, p “ 1, 2, 3,(4.18)597598

where b depends on the various parameters of the discretization. Stability requires599

bp P R and |bp| ă 1. Note that when bp “ ˘1 there is a double root for A which leads600

to algebraic growth which we exclude.601

For p “ 1, b1 “ 1 ´ 2
`

λ̂2
x ` λ̂2

y

˘

where λ̂x
def
“ c∆t k̂x2 , λ̂y

def
“ c∆t

k̂y
2 , with |λ̂x| ď

c∆t
∆x ,602

|λ̂y| ď
c∆t
∆y . Note that b1 ă 1 is clearly satisfied, while the condition b1 ą ´1 implies603

maxtkx,kyu
`

λ̂2
x ` λ̂

2
y

˘

ă 1, and this implies the time-step restriction in (4.16).604

For p “ 2, b2 “ 1´ 2
´

λ̂2
x ` λ̂

2
y `

∆x2

12 λ̂
2
x k̂

2
x `

∆y2

12 λ̂
2
y k̂

2
y

¯

` 2
3

´

λ̂2
x ` λ̂

2
y

¯2

. From (4.18),605

we find A˘ “ b2 ˘
a

b22 ´ 1. For each λx
def
“ c∆t{∆x and λy

def
“ c∆t{∆y, we define606

Amaxpλx, λyq “ maxkx,kyt|A`| , |A´|u, and find the region in the pλx, λyq plane where607

Amax ď 1. We repeat this procedure for the sixth-order accurate scheme 2p “ 6.608

Figure 4.1 shows that the stability region, Amax ď 1, for both the fourth-order (p “ 2)609

and sixth-order (p “ 3) accurate time-stepping schemes. The stability region for both610

schemes is found to lie within the unit circle, and thus ∆t satisfies the condition611

in (4.16) when p “ 2 and 3. In [1] we provide an analytical proof for the stability612

results observed in Figure 4.1 when p “ 2.613

Figure 4.1. Stability region of the fourth-order and sixth-order accurate ME time-stepping
schemes for the wave equation on a Cartesian grid using the LCBC approach.

5. Numerical results. We restrict our numerical results to two representative614

examples; more extensive numerical results are found in the ArXiv version of this615

article [1].616

We first consider the scattering of a plane incident wave uincpx, tq “ cosrkpx´ctqs617

from a cylinder of radius one. We solve the wave equation to orders 2p “ 2, 4, 6 using618

the modified equation (ME) approach. For testing the LCBC method for a problem619

with corners, we solve on a domain covering one half the cylinder and use Neumann620

boundary conditions on the axis of symmetry and Dirichlet boundary conditions on621

the other boundaries. Results are shown in Figure 5.1 where it is seen that the622

schemes all achieve their design order of accuracy. The error is seen to be smooth up623
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to the boundaries which is a good way to assess the quality of the numerical boundary624

conditions.625

Figure 5.1. Plane-wave scattering from a cylinder. Maximum errors at T “ 1 for solutions
computed using explicit ME time-stepping schemes with d “ 2, 4 and 6 (upper left) and the coarsest
grid for h “ 1{100 (lower left). Right column shows the scattered field (top), error in the scattered
field (middle) and the total field (bottom) at T “ 1 computed using the sixth-order accurate scheme
on the finest grid.

For the second example, we solve the IBVP for an advection-diffusion problem626

given by627

(5.1)

$

’

&

’

%

ut “ D∆u´ v ¨∇u` γu, x P ΩP , t P p0, T s,

upx, tq “ gpx, tq, x P BΩP ,

upx, 0q “ u0pxq, x P Ω̄P ,

628

where D is a diffusivity, v is a convection velocity and γ is a reaction rate, all taken629

to be constants. The domain and non-orthogonal grid are shown in Figure 5.2. This630

problem is solved with the LCBC approach using Backward Differentiation Formula631

(BDF) time-stepping. The boundary values are set according to an exact solution632

given in [1]. Results, given in Figure 5.2, show that the LCBC-based schemes give633

the design order of accuracy and the errors are again smooth up to the boundaries.634
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20 LOCAL COMPATIBILITY BOUNDARY CONDITIONS

Computed solution u, order 6

Error u´ ue, order 6

Figure 5.2. Heat flow in a wavy channel. Maximum errors at T “ 0.5 for solutions computed
using BDF time-stepping schemes with d “ 2, 4 and 6 (upper left) and the coarsest grid for h “ 1{40
(lower left). Right column shows the temperature (top) and its error (bottom) at T “ 0.5 computed
using the sixth-order accurate scheme on the finest grid.

6. Conclusions. We have described a new approach for constructing numeri-635

cal approximations to boundary conditions for high-order accurate finite difference636

approximations. The local compatibility boundary condition (LCBC) approach was637

developed for general initial-boundary-value problems for second-order scalar PDEs.638

The LCBC approach uses compatibility boundary conditions and a local polynomial639

approximation on the boundary. Algorithms have been given for computing the lo-640

cal LCBC polynomial as well as for forming the discrete stencil approximations that641

can be used to efficiently assign ghost point values. The LCBC approach at corners642

has also been described. Numerical results were presented in two dimensions that643

demonstrate the accuracy and stability of the approach.644

In future work we will consider extensions of the LCBC approach to BVPs and645

IBVPs in three dimensions, problems with interfaces, problems involving vector PDEs646

such as those that appear in electromagnetics or elasticity, and nonlinear problems.647
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